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Distributed Systems

In this talk we focus on fault tolerance of distributed

functionalities  -- to be implemented in hardware
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Some Systems Must Not Fall

power grid

ﬁ

medical science security vehicles
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Hillock

M. Ohring, Reliability and Failure of Electronic Materials and Device$998 ASM Corp. Shanghai
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Process and Operational Variations

Litho Induced Short and Open
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IBM Dual core

Processor  IBM processor ~ Processor A Processor B s
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Heat affects unstable connections
and
clock drifts

A. Choudhary, UMass

Small transistor dissipating5mW in an SOI wafer;University of Bolton
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Decades of Fault Tolerance

Nasainitiated these lines of research

- Byzantine Faults

. Selfstabilized systems (transient faults)
Utopia

. Efficient protocols that overcome both types of faults

- DARTS project of Austrian Aerospace implemented
Byzantine tolerant protocols in hardware
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Model

Local clocks with bounded drifts

L Al Gl A OA0 || OEA OE
communicate

Message passing

FIFO and authenticated channels

Transient faults

A fraction of the nodes may be permanently faulty
- Omission
. Byzantine
The number of nodes and their IDs are common knowledge
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Typical Objectives

Simulate synchronous rounds
- Common numbering of rounds is another objective
001l AOAA OAIT 1T OAET AOAAG DPOI
Run consensus protocols
Synchronize clocks
Fault tolerant routing

We discuss such protocols in a fully connected system
and on various communication graphs
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Fully connected network

Vast majority of previous research was in this model.
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. Synchronize the nodes such that:

. All messages sent by correct nodes in a given round is received
by all correct nodes within that round.

Thus, no correct node sends a message of the new round if any
correct node is still willing to accept messages of the previous
round.
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Round Separation

Pl | sending | sending | sending
I:)2 | sending | sending sending
P3 | sending sending | sending
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Thechalledge
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. No common clock

- No sense of round numbering or any other consistent
relative states

. The only means nodes have is te
. send and receive messages
. measure duration of time passed

Assume first transient faults and permanent omission
faults
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Lower Layer Protocol

1) If you see (nf) messages of the same state in the last d:

a) ) £ EO80 UI OO OOAOA 1T 1TO0A T1A <
b) Otherwise, move to that state
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announce anyth C%mp\‘cated
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steady state(n-f mcssages from a single state withirdd).

6) Every d announce your state.
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Dealing with Byzantine nodes

T El 0 001 OT A AT O1 OET C6o
. Synchronize the nodes such that:

. All nodes periodically increase their round count by 1within a
small time window of each other
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Why Is this difficult?

after 3d
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...Byzantinetolerant, but not self-stabilizing
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Main Result (complete graph)

4 EAOA AGEOOO A OxOADPDPAOOG

Theorem \

Given: synchronous consensus protocol P
Aresilient to rushing
Aterminates in R rounds (w.h.p.)
Asends B bits per node
Then: A(P) simulating synchronous rounds
Aglobal round counter modulo M
Astabilizes in O(R) time (w.h.p.)
Asends O(nB+rt+n log M) bits per node (for stabilization)
\\ AO(1) broadcasted bitsverheager nodevhen stabilized /

Result by D. Dolev and CLenzen
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Hardware synchronization:

: Mode 1 [ |
recovery from arbitrary | node = |

transient faults despite | Med= 2 - |

Mode 4 I I I I L
f<n/3 permanent faults Nodes 1-3 recover, Node 4 stays faulty

FATAL*: Robust Pulse Generation. Dolev, Fuegger

Lenzen, and Schmid. Under submission to JACM
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