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Distributed Systems 

On-chip router Core 

16-Core Architecture 

In this talk we focus on fault tolerance of distributed  
functionalities  -- to be implemented in hardware  



space 

medical science 

military power grid 

security vehicles 
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Some Systems Must Not Fail 
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Defects (Electromigration) 

P. Gutman, IBM T.J.Watson Research Center  

M. Ohring, Reliability and Failure of Electronic Materials and Devices,1998  ASM Corp. Shanghai 

Wiskers 
Hillock  

Void 
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Process and Operational Variations 

  

 

Even if there isnôt a complete short 

or open, resistance and capacitance 

variations can lead to trouble Chip temperature map 
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A. Choudhary, UMass  

Small transistor dissipating 5mW in an SOI wafer; University of Bolton  

Heat affects  unstable connections  
and  

clock drifts  



·Nasa initiated these lines of research 

·Byzantine Faults 

·Self-stabilized systems (transient faults) 

·Utopia    

·Efficient protocols that overcome both types of faults 

 

·DARTS project of Austrian Aerospace implemented 
Byzantine tolerant protocols in hardware 

 

 
14 / 10 / 2013 ADGA 2013  Danny Dolev 7 

Decades of Fault Tolerance 



·Local clocks with bounded drifts 

·! ÂÏÕÎÄ ȰÄȱ ÏÎ ÔÈÅ ÔÉÍÅ ÉÔ ÔÁËÅÓ Ô×Ï ÃÏÒÒÅÃÔ ÎÏÄÅÓ ÔÏ 
communicate 

·Message passing 

·FIFO and authenticated channels 

·Transient faults  

·A fraction of the nodes may be permanently faulty 
·Omission 

·Byzantine 

·The number of nodes and their IDs are common knowledge 
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Model 



·Simulate synchronous rounds 

·Common numbering of rounds is another objective 

·0ÒÏÄÕÃÅ ȰÃÏÏÒÄÉÎÁÔÅÄȱ ÐÕÌÓÉÎÇ 

·Run consensus protocols 

·Synchronize clocks 

·Fault tolerant routing  

 

·We discuss such protocols in a fully connected system 
and on various communication graphs 
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Typical Objectives 



·Vast majority of previous research was in this model. 
 

·!ÉÍȡ  ȰÒÏÕÎÄ ÓÅÐÁÒÁÔÉÏÎȱ 

·Synchronize the nodes such that: 

· All messages sent by correct nodes in a given round is received 
by all correct nodes within that round.  
 

Thus, no correct node sends a message of the new round if any 
correct node is still willing to accept messages of the previous 
round. 
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Fully connected network 
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Round Separation 

P1 

P2 

P3 

sending 

sending 

sending 

sending 

sending 

sending 

sending 

sending 

sending 



·.ÏÄÅÓ ÓÔÁÒÔ ÏÕÔ ȰÏÆ ÔÈÅ ÂÌÕÅȱ 

·No common clock 

·No sense of round numbering or any other consistent 
relative states 
 

·The only means nodes have is to - 

· send and receive messages 

·measure duration of time passed 

 

·Assume first transient faults and permanent omission 
faults  
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The challedge 
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bƻŘŜΩǎ {ǘŀǘŜ aŀŎƘƛƴŜ  

1 2 

3 

Send 

Accept 
received 
messages 

4 

Clear receive 
buffer 

Rule: Every d switch states 
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Dry Run 

P1 

P2 

P3 

Start  
round 
Start  
round 

??? 

??? 
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bƻŘŜΩǎ {ǘŀǘŜ aŀŎƘƛƴŜ  

1 2 

3 

Send 

Accept 
received 
messages 

4 

Clear receive 
buffer 

Rule: if within d there are n-f  
in your state ɀ switch states 
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Lower Layer Protocol 
1) If you see (n-f) messages of the same state in the last d: 

a) )Æ ÉÔȭÓ ÙÏÕÒ ÓÔÁÔÅ ÍÏÖÅ ÏÎÅ ÓÔÁÔÅ ÁÈÅÁÄȢ 
b)   Otherwise, move to that state 
%ÉÔÈÅÒ ×ÁÙ ÓÅÎÄ Ȱ) ÍÏÖÅÄ ÔÏ 8ȱȢ ɉ×ÈÅÒÅ 8 ÉÓ ÔÈÅ ÓÔÁÔÅ ÙÏÕ ÍÏÖÅÄ 
to).  

2) )Æ ÙÏÕ ÒÅÃÅÉÖÅÄ ÔÈÅ ÍÅÓÓÁÇÅ ȰI moved to Xȱȟ ÍÏÖÅ ÔÏ 8 ÁÎÄ ÓÅÎÄ ȰI 
jumped to Xȱ ÍÅÓÓÁÇÅȢ 

3) If you received Ȱ) ÊÕÍÐÅÄ ÔÏ 8ȱ ÍÅÓÓÁÇÅȟ ÍÏÖÅ ÔÏ 8 ɉÁÎÄ ÄÏÎȭÔ 
announce anything). 

4) )Æ ÙÏÕ ÄÉÄÎȭÔ ÒÅÃÅÉÖÅ ÁÎÙ ȰÍÏÖÅȱ ÍÅÓÓÁÇÅ ×ÉÔÈÉÎ 2d move to state 1. 
5) )Æ ÙÏÕ ÓÅÎÔ Á ȰÍÏÖÅȱ  ÍÅÓÓÁÇÅ ÂÕÔ ÄÉÄÎȭÔ ÒÅÃÅÉÖÅ ɉÎ-f) 
ȰÍÏÖÅȱȾȱÊÕÍÐȱ ÍÅÓÓÁÇÅÓ ×ÉÔÈÉÎ 2d of the sending, stop sending 
ȰÍÏÖÅȱȾȱÊÕÍÐȱ ÍÅÓÓÁÇÅÓ ɉÂÕÔ ÆÏÌÌÏ× ÔÈÅ ÐÒÏÔÏÃÏÌɊ ÕÎÔÉÌ ÙÏÕ ÓÅÅ a 
steady state (n-f messages from a single state within 4d). 

6) Every d announce your state. 



 

·!ÉÍȡ  ȰÒÏÕÎÄ ÃÏÕÎÔÉÎÇȱ 

·Synchronize the nodes such that: 

 

· All nodes periodically increase their round count by 1 within a 
small time window of each other 
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Dealing with Byzantine nodes 



increase 

ready 

propose 
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Why is this difficult? 

...Byzantine tolerant, but not self -stabilizing 

increases round 
counter 

after 3d  

f+1 in 
propose  

n-f  
in propose 

Reset propose 

after 3d 
or 



·4ÈÅÒÅ ÅØÉÓÔÓ Á Ȱ×ÒÁÐÐÅÒȱ ÐÒÏÔÏÃÏÌ !ɉȢɊȡ 

 

 

 

 

 

 

 

 
Result by D. Dolev and C. Lenzen 
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Main Result (complete graph) 

Theorem   
Given: synchronous consensus protocol P 
Å resilient to rushing 
Å terminates in R rounds (w.h.p.) 
Å sends B bits per node 

Then: A(P) simulating synchronous rounds 
Å global round counter modulo M  
Å stabilizes in O(R) time (w.h.p.) 
Å sends O(nB+n2+n log M) bits per node (for stabilization)  
Å O(1) broadcasted bits overhead per node when stabilized 



At the heart of the previous solution:  
A self stabilizing and Byz. pulse generating process  

recovery from arbitrary 
transient faults despite 
f<n/3 permanent faults 
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Hardware synchronization: 

FATAL+: Robust Pulse Generation.     Dolev, Fuegger, 
Lenzen, and Schmid.               Under submission to JACM 




