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The ship of Theseus



The human body replaces itself every 7 years.

Source: http://book.bionumbers.org/how-quickly-do-different-cells-in-the-body-replace-themselves/ 



Peer-to-Peer Networks

The Internet substrate provides communication.

The Overlay provides 
organization



Pieces of the P2P Puzzle

Extensive 
literature…



Overlay Maintenance
How to maintain a well-connected network despite 

heavy churn?

Good Expansion  





Expander Graphs

S



Why Expanders?



Constructing an Expander



Related Works
A very quick rundown



Related Works



Related Works



Related Works



The Model
Designed to allow the protocol to create and maintain an 

expander overlay network in an adversarial setting.



An Example

            



Adversarial Setting
Oblivious



Adversary’s Rules

Bootstrap Phase

 First O(log n) rounds
 No churn
 Network is an expander

MaintenancePhase

 Churn allowed, but
 New nodes connected to existing node
 Degree bound Δ respected.

timeline



Communication Model



Edge Creation



Building an Expander

Obtained via Random Walks





Random Walks Engine



Sampling Lemma



High Level Idea

Efficient 
Sampling via 
Random Walks

•Requires 
Expansion

Maintain 
Expansion

•Requires random 
samples



Algorithmic Ingredients



Challenges



Illustration
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Our Guarantees



Analysis

Protocol

Random walks 
based sampling

Edge creation 
and deletion

Adversary

Skip 
Proof



Proof Idea: 



Proof Idea



Now What???
What can we do with the P2P system that maintains an 

expander overlay?



Could be higher

Dynamic Network Model



Not Exploited

Communication Model



Almost Everywhere 
Agreement

Every node (in round 1) starts with an input bit value.

Most nodes in the network must “agree” 

on a valid input bit 

within O(polylog n) rounds.





In a Dynamic Network

file://localhost/Users/johnaugustine/Dropbox/work/presentations/ADGA2016/AugustineSlides.pptx#40. Algorithmic Tools
file://localhost/Users/johnaugustine/Dropbox/work/presentations/ADGA2016/AugustineSlides.pptx#40. Algorithmic Tools


Information Spreading



Information Spreading



Algorithmic Tools



Intuition Behind Solution



Storing and Retrieving
Towards a Dynamic Hash Table (DHT)



Towards a DHT



The Model



Dynamic Network Model



Crucial

Communication Model



Problem Definition
• Given a data item (as a <key, value> pair)

• Store (in O(log n) rounds) 

• Maintain the item in the network for poly(n) rounds.

• Overhead of o(n) stored bits. 

• Most (n-o(n)) nodes can Retrieve when required in O(log n) rounds.

• With high probability



Some First Attempts
• Store the item in an arbitrary node

• Store the item in a random node

• Store the item redundantly in multiple random nodes. 

• Store the item redundantly in multiple random nodes 

and move it around.

Recall Random Walks



Generalizing… 
• Consider any task that takes time

o Can’t entrust to single node.

• Solution: 
o Create a committee of Θ(log n) random nodes.

o Entrust task to committee.

o Re-elect new random members every Θ(log n) rounds.

• Guarantee: Task stays alive for poly(n) rounds (whp).



Back to Storing an Item
• Just entrust the task to a committee

o All members in the committee hold a copy.

• Problem: How to find the committee members?
o Store pointers in roughly √n random nodes.

• Retrieving
o Again entrust task to committee

o Committee searches √n random nodes and find item (by birthday 
paradox).



Conclusion

Other churn 
environments




